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SAEs make evic�on set discovery possible

So, what’s the FIX ??
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Smaller Lookup

Need to 

lookup the 
en�re 

cache

Fully associa�ve caches improve security but at the cost of power and latency

Large lookup increases power 
consump�on and latency

Smaller lookup improves latency

How to get Security of Fully-Associa�ve Design with Set-
Associa�ve Lookups?  
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MIRAGE Security
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Security can be achieved by using extra invalid tag-ways
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(+) Provides complete security against conBict-based aCacks

(+) Performance comparable to a non-secure baseline

(-) High storage and area overheads (>20%)

(-) High power overheads (19%)
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MIRAGE Tradeo3s
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>80% dead blocks in the LLC
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>80% dead blocks in the LLC

Can we reduce the data store size?
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>80% dead blocks in the LLC

Can we reduce the data store size?

But won’t that hurt 
performance?
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Tag Store

Second access

Data is stored only when reuse is detected
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Smaller data store and Reuse
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Data entry requires 8X the number of bits  compared to a tag entry 

Tag Store

Data StoreMIRAGE

Tag Store

Data Store
MAYA

>20% storage overhead 2% storage savings
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Maya Cache Design
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Capacity = N

Buckets Balls

Ball spill (SAE) 
occurs!
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No set-associa�ve evic�on in 1016 years!
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No set-associa�ve evic�on in 1016 years!

Can reuse be exploited?



Exploiting Reuse
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Maya uses Domain IDs for each tag entry

This isolates the reuse pa@ern of each domain

Therefore, Maya prevents any reuse-dependent Lll-
based a@ack



Exploiting Reuse
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Maya uses Domain IDs for each tag entry

This isolates the reuse pa@ern of each domain

Therefore, Maya prevents any reuse-dependent Lll-
based a@ack

What about shared 
memory a@acks?



Shared memory attacks
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Shared memory attacks
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Evaluation
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Simulator ChampSim Mul�core Simulator

CPU 8-core OoO

L1/L2C Private L1/L2 Caches

Baseline LLC Shared, 16MB data store, 24 cycles

Maya LLC Shared, 12MB data store, 28 cycles

Benchmarks 42 SPEC2017 traces, 20 GAP traces

Instruc�ons 200M warmup, 200M simula�on



Marginal performance improvement over a 
non-secure baseline

Performance Results
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The game of tradeo3s (win-win)
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Performance ~2% improvement

Storage 2% savings

Area 28% savings

Read Energy 15% savings

Write Energy 11% savings

Leakage Power 5% savings

Security? Yes :) 
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Summary

Maya is a randomized fully associa�ve last-level cache that 

uses addi�onal tag entries and fewer data entries

It guarantees no set-associa�ve evic�ons in 1016 years

Maya provides a sweet spot in terms of security, 

performance, area and energy requirements

Uses a reuse-based inser�on policy 



Thank You!

Ar�fact
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